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Abstract 

Interstitial clusters in bee-Fe and fee-Cu and vacancy clusters in fee-Cu have been studied by computer simulation using 
different types of interatomic potentials such as a short-ranged empirical pair potential of Johnson type, short-ranged 
many-body potentials of Finnis-Sinclair type and long-ranged pair potentials obtained within the generalized pseudopoten- 
tial theory. The stability of a self interstitial in bee-Fe was found to be dependent on the range of potential but not on the 
type. Thus, both short-ranged potentials simulated (110) dumb-bell as a stable configuration while in the case of the 
long-ranged potential the stable configuration is the (111) crowdion. Nevertheless the structure and properties of interstitial 
clusters were found to be qualitatively the same with all the potentials. Up to 50 interstitials, the most stable clusters were 
found as perfect dislocation loops with Burgers vector z = $( 11 1). The stability of interstitial clusters in Cu also does not 
depend on the potential and for the same sizes the most stable configurations are faulted Frank loops f < 11 l){l 1 l} and edge 
loops in the { 1 IO} plane. The structure and stability of vacancy clusters in fee-Cu were found to be dependent mainly on both 
the range of potential and equilibrium conditions. Thus for long-ranged non-equilibrium pair potentials vacancy clusters in 
the (111) plane collapsed and formed vacancy loops or stacking fault tetrahedra depending on the shape of the initial 
vacancy platelet. For the short-ranged equilibrium many-body potential vacancy clusters do not collapse into loops or 
tetrahedra. The process of vacancy clustering in the cascade region has been studied by molecular dynamics. This study has 
been done for the case of a PKA energy of about 20-25 keV. We found that the processes simulated with the short-ranged 
many-body potential and the long-ranged pair potential are qualitatively different. Thus for the many-body potential we have 
observed melting and crystallization of the central part of the cascade region, sweeping of vacancies inside due to the 
moving of the liquid-solid interface and increasing of vacancy concentration in the centre of the cascade region; however no 
significant clustering was observed. Contrarily for the long-ranged pair potential we have observed a very fast diffusion in 
the solid crystallite and the formation of stacking fault tetrahedra. The results obtained have been discussed and compared 
with the experimental data. 0 1997 Elsevier Science B.V. 

1. Introduction 

Interstitial and vacancy clusters are important compo- 
nents of the microstructure observed when metals are 
irradiated with energetical particles. Therefore the knowl- 
edge of the properties, formation and growth mechanisms 
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of these clusters is essential for understanding and predict- 
ing the effects of radiation damage. Extensive computer 
simulation studies of cascade phenomena carried out dur- 
ing the last decade have estimated some qualitative pro- 
cesses having taken place. The success was achieved in the 
study of interstitial clustering and mobility of small inter- 
stitial clusters formed in the cascade region [l-3]. These 
results are in accordance with the modem model of point 
defects cascade production bias [4]. As far as vacancy 
clustering is concerned the results obtained are not so 
significant. It was found that the main mechanism of the 
increasing of vacancy concentration in the centre of the 
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cascade region on the stage of thermal spike is the sweep- 
ing of vacancies due to the movement of the liquid-solid 
interface during the crystallization of the previously melted 
zone. As a result of this process the vacancy concentration 
grows up to several percent. Nevertheless none of com- 
puter simulation has observed significant vacancy clusters. 
There can be two reasons for this, small statistics of the 
high energy cascade simulations and/or the interatomic 
potentials used for those simulations. 

Due to the big CPU resources needed for cascade 
simulations mainly short-ranged many-body potentials have 
been used. Many-body potentials constructed within differ- 
ent models such as embedded atom, second order tight 
binding and Finnis-Sinclair empirical model have been 
successfully used in many other than cascade studies, for 
example dislocations and grain boundaries, surfaces, ther- 
modynamical properties and defects in alloys, interstitial 
clusters, etc. Unfortunately there are very few studies of 
vacancy clusters and vacancy clustering processes made 
with these potentials. We want to underline here that we 
did not find in the literature any successful study of defects 
like vacancy loops (VL) and stacking fault tetrahedra 
(SFT). At the same time long-ranged pair potentials devel- 
oped within different models of the pseudopotential theory 
have been successfully applied to the study of vacancy 
clusters and vacancy clustering processes in bee, fee and 
hcp materials [5-lo]. The results obtained are in qualita- 
tive agreement with the experimental results on the forma- 
tion vacancy loops and stacking fault tetrahedra under 
irradiation. 

In this paper we present some results of a comparative 
study of vacancy and interstitial clusters carried out with 
potentials of different types. The aim of this study was to 
find the common and different features of the results 
obtained with potentials of different types and to try to 
understand what characteristics of the potentials may influ- 
ence in the study of defect clusters production and proper- 
ties 

2. Interatomic potentials and calculation model 

We have used different types of interatomic potentials 
such as short-ranged pair (SRPP), long-ranged pair (LRPP) 
and many-body potentials (MBP). To SRPP we relate 
potentials which include interactions up to the second 
nearest neighbours. They are mainly empirical potentials 
constructed 15-20 years ago. To long-ranged we relate 
potentials which include interactions with third neighbours 
and further. They are potentials obtained within the second 
order pseudopotential model. We should underline that all 
many-body potentials used are short-ranged potentials. 

For the study of interstitials in the bee-Fe we have 
chosen the well known Johnson potential [l l] which is 
SRPP, a Finnis-Sinclair type potential constructed in Ref. 
[12] which is MBP and the potential constructed within a 

pair approximation of the generalised pseudopotential the- 
ory [13] which is LRPP. All the potentials were fitted to 
the elastic constants and vacancy formation energy. MBP 
and LRPP reproduce well the P-V diagrams, anharmonic 
properties, phonon dispersion, etc. The main difference in 
the properties calculated with the potentials is the different 
stability of self interstitial atoms. Thus, Johnson potential 
reproduces the (110) dumb-bell as the most stable config- 
uration (the difference in energy formation of ( 111) crow- 
dion and (110) dumb-bell is A E = 0.28 eV), MBP repro- 
duces a smaller difference in energy A E = 0.07 eV, while 
LRPP gives ( 111) crowdion as the most stable configura- 
tion with AE = -0.14 eV. Provided the stability of inter- 
stitials may be important for the interstitial clusters proper- 
ties, we studied the origin of this difference. We found that 
the range of the potential is the main feature responsible 
for the stability of a self interstitial atom either in (110) 
dumbbell or in (111) crowdion configuration. As a gen- 
eral trend we found that the longer the range the more 
stable is the ( 111) crowdion. Thus, for LRPP a decrease 
in the cut off radius leads to an increase in the stability of 
(110) dumb-bell. When this potential is restricted to its 
first well the (110) dumb-bell was found to be 0.18 eV 
more stable than the (111) crowdion. The opposite effect 
has been found for Johnson potential. It is possible to 
make (111) crowdion more stable than (110) dumb-bell 
by increasing the cut off radius just for 0.12~ (that means 
before the next co-ordination sphere) without any change 
in static properties. We did not study the MBP; however 
we have found in literature that the same effect was 
observed with an EAM potential for bee-Fe [14]. The 
potentials for bee-Fe are plotted in Fig. 1 where the 
many-body potential is in the effective pair form. 

For the study of interstitials and vacancies in the fee-Cu 

we have used MBP constructed in Ref. [ 151 and the LRPP 
potential described in Ref. [13]. The potentials have been 
fitted to elastic constants and vacancy formation energies. 
Some properties reproduced with the potentials are pre- 
sented in Table 1. A comparison of these data demon- 

Fig. 1. Effective interatomic potentials for bee-Fe 
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strates that the majority of properties are very close. The 
formation energy of vacancy and interstitial atom obtained 
with LRPP are slightly higher than for MBP and both 
potentials reproduce (100) dumb-bell as the most stable 
self interstitial configuration. We did not find any effect of 
the potential range to the relative stability of SIA in 
fee-Cu. Both potentials reproduce well the phonon spectra, 
P-V diagrams and the fee structure as the most stable. The 
MBP and LRPP potentials for Cu are presented in Fig. 2. 
Besides, to compare our results with some previous studies 
we have used the empirical potential constructed in Ref. 
[ 161 (GUI) and the potential constructed in Ref. [5] within 
the pseudopotential theory (CU2). According to the above 
criterion CUl and CU2 potentials are long-ranged poten- 
tials. 

The results described here have been obtained with 
static and molecular dynamics simulations. It follows a 
short description of the main features of the calculation 
models. For the static simulation we have used spherical 
crystallites with the usual fixed boundary conditions. To 
relax the crystallite we applied a combination of conjugate 
gradients static relaxation and the quasidynamical method. 
Such a combination leads the system close to the global 
minimum of the potential energy. For the biggest defects 
studied the maximum effective local temperature was esti- 
mated as = 350-450 K (see Ref. [17]). For the molecular 
dynamic simulation we used cubic crystallites with period- 
ical boundary conditions (for interstitial diffusion) and 
spherical crystallites with fixed boundary conditions (ther- 
mal spike and evolution of the depleted zone). To integrate 
the equation of motion we applied the Verlet algorithm 

Table 1 
Comparison of the properties calculated with long-ranged pair 
potential (LRPP) and short-ranged many-body potential (MBP) 
for Cu. Elastic constants B, d, C, in Gpa, monovacancy and 
(100) dumb-bell self interstitial energies (I?:, E:) and volume 
(V{, V:) formation, vacancy migration energy E,W, divacancy 
binding energy (E& _ ,, first neighbours, I$; ?, second neigh- 
hours) (all energies-in eV, volumes in equilibrium atomic volume). 
intrinsic stacking fault energy y, in mJ/m’, linear coefficient of 
thermal expansion cy, in IOmh Km’ 

LRPP MBP Experiment 

139 137 139 

24 24 24 
83 15 76 
I .49 1.19 1.2-1.4 
0.78 _ 0.71 
0.78 0.77 0.75-0.85 
0.07 0.17 _ 

0.01 -0.03 _ 

3.72 3.62 2.2 f 0.7 
0.30 _ 0.55 * 0.2 
17.8 _ 16.7 
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Fig. 2. Effective interatomic potentials for fee-Cu 

with a variable time step. The criterion for the determina- 
tion of time step has been discussed in Ref. [ 181. 

Special attention has been paid to the analysis of the 
vacancy clusters configuration. For monitoring the vacancy 
migration during diffusion before clustering we have used 
ATOMTV code, however the visualization of vacancies is 
not an appropriate method to study vacancy clusters after 
they collapse into VL or SFT. The configuration of atoms 
have been studied using the projection of atoms to differ- 
ent cross-sections. To imitate a three dimensional character 
of two-dimensional cross-sections we defined the size of 
every symbol to be proportional to the distance between 
the corresponding atom and cross-section plane. The mini- 
mum size was related to the distance -OSd, (d, is 
interplanar distance for the corresponding plane) while the 
maximum to the distance +OSd,. Such a method is very 
good when the configuration that has to be analyzed 
contains the group of atoms displaced similarly from the 
perfect positions. 

3. Results 

3.1. Interstitials in bee-Fe and ,fcc-Cu 

3.1.1. Self interstitial dc&ion in Fe 
The diffusion of self interstitial atoms has been studied 

using LRPP and Johnson short-ranged pair potentials by 
molecular dynamics in a cubic crystallite of 4394 mobile 
atoms with the usual periodical boundary conditions (for a 
more detailed description see Ref. [18]). During the simu- 
lation mean square displacements and jump frequencies 
were calculated. We have also analyzed every jump from 
the point of view of the mechanism and type of the defect 
jumped. For each temperature about 1500-2000 jumps 
were counted. It was found that the interstitial migration 
mechanism depends on the temperature for both potentials. 
Thus for the lowest temperature (300-400 K) mainly 
jumps via the (111) crowdion mechanism were observed 
while for the highest temperature studied (1800-1900 K) 
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Fig. 3. Self interstitial diffusion coefficient versus reciprocal 
temperature: (a) Johnson potential, (b) LRPP. 

the major part of jumps were (110) dumb-bell in the 
(Ill) direction. For the intermediate temperatures we 
have observed jumps of both types and the contribution of 
each type depends on the temperature. This combination of 
two mechanisms has been reflected in the temperature 
behaviour of the diffusion coefficients calculated using 
mean square displacements (see Fig. 3a and b). For sim- 
plicity in Fig. 3 we indicated only two different regions 
with their migration energies. However we should note 
that the linear behaviour of the diffusion coefficient ap- 
pears only for high and low temperatures where only one 
mechanism takes place. For the intermediate temperatures 
there are contributions of the two mechanisms and there- 
fore the slope is temperature dependent. The high tempera- 
ture results presented in Fig. 3a are in good agreement 
with the results reported earlier in Ref. [ 191 for high 
temperature and a very similar potential. 

The same qualitative results have been obtained in Ref. 
[20] for the above described MBP for bee-Fe. 

3.1.2. Interstitial clusters in Fe and Cu 
We simulated planar clusters containing up to 50 inter- 

stitials with initial habit planes (loo}, (1 lo} and (11 l}. The 
modelled system was a spherical crystallite with a rigid 

boundary. The number of mobile atoms N, was varied 
from = 1800 to = 19000. In this study we have used 
three potentials for bee-Fe and two potentials for fee-Cu. 
To study the thermal stability of clusters we heated a 
previously relaxed configuration and aged it during time 

'aging monitoring the configuration and calculating the 
mean square displacements. Aging time has been varied 
from a few tens to a few hundreds ps depending on the 
temperature. A more detailed description of the structure 
and properties of interstitial clusters in Fe and Cu will be 
presented elsewhere. Here we give only qualitative infor- 
mation about stable clusters in Fe and Cu simulated with 
different potentials. 

First of all we want to underline that, in general, 
qualitative stability of the interstitial clusters does not 
depend on the potentials used for each particular metal. 
This means that although the values of formation and 
binding energy are different for different potentials never- 
theless all the potentials describe the same types of stable 
clusters. 

Thus, in bee-Fe the most stable clusters are found to be 
perfect dislocation loops with Burgers vector i( 111). 
These loops can be either in (1 lo} or in (111) planes. 
Clusters simulated in other planes tend to rotate into {I 11) 
planes. This rotation depends on the plane and size of the 
cluster. For example clusters in (100) plane were found to 
be unstable and during the above described procedure of 
relaxation they rotated completely. The degree of rotation 
for clusters initially created in {l 10) plane depends on the 
number of interstitials. Small clusters (N, < 3-5. N,, num- 
ber of interstitials) have almost the same stability in (1 1 O] 
or {I 11) planes. In both cases they were a set of (111). 
crowdions collected in the corresponding planes. Clusters 
of about 5-15 interstitials were rotated partially into a 
plane somewhere in between (1 lo} and (111) while the 
clusters containing more than 19 SIA were rotated com- 
pletely. According to the criteria discussed in Ref. [21] 
these clusters are_ equivalent to pure edge loops with the 
Burgers vector h = i( 111). They can be interpreted as 
well as a set of (11 I)-crowdions in the (11 I} plane. By 
limiting the movement of atoms during the relaxation one 
can stabilize small clusters ( < 14 SIA) in the { 1 lo} plane. 
These clusters are metastable and after heating the crystal- 
lite they rotate into a (111) plane completely. 

It should be noted that in Refs. [21,22] the small 
interstitial clusters (up to 16 atoms) have been studied with 
the same SRP and with a MBP similar to the one used 
here. They reported that clusters initially created in (110) 
plane were rotated to (111) plane which was the same 
process that has been observed in the present work. 

Another stable configuration for an interstitial cluster in 
Fe is a set of (100) crowdions. These clusters can be in 
either (110) or (100) planes and can be described as 
perfect or edge dislocation loops with the Burgers vector 
b = (100). The stability of such clusters depends on size 
and shape. The most stable clusters are rhombic in (1 IO} 
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Fig. 4. Binding energy versus number of vacancies in the different 
clusters relaxed with the LRPP. 

(or square in {loo}) plane when they are simulated with 
the long-ranged pair potential. These clusters are dynami- 
cally stable and the binding energy of rhombic clusters of 
16 and more interstitials is very much close to the binding 
energy of i ( 111) perfect loops. 

In fee-Cu two types of stable interstitial clusters were 
found, faulted and perfect dislocation loops. Small clusters 
up to about 4-5 SIA can be stable in all the planes as a set 
of (100) dumb-bells or (1 lO)-crowdions. Clusters of big- 
ger sizes are most stable in the plane (110) where they 
form a configuration equivalent tz the pure edge disloca- 
tion loop with Burgers vector b = i( 110). Clusters in 
{lOO} plane are unstable and they rotate into {llO). The 
stability of clusters in { 11 l} plane depends on their shape. 
Thus, clusters of a hexagonal and circular shape are verx 
stable and they form Frank loops with Burgers vector b 
=f(lll). Th e m m energy of Frank loops is slightly b’ d’ g 
lower than those for perfect loops. The dynamical stability 
of faulted loops again depends on their shape. Thus, 
hexagonal and circular clusters are very much stable while 
rhombic and irregular clusters are not thermally stable and 
transform into perfect f< 110) loops. For example the 
initially relaxed rhombic faulted loop f (111 ){I 11) of 16 
SIA heated up to 850 K transformed into {110)1/2(110) 
after about 6 ps while hexagonal faulted cluster of 7 SIA 
was stable at all studied temperatures (up to 1000 K). 

Again, as in the case of bee-Fe, perfect loops can be 
interpreted as sets of crowdions collected in the plane 
perpendicular to the close-packed direction (which is the 
direction of crowdion). 

Only the absolute value of the energetical properties 
were potential dependent. 

Therefore in both Fe and Cu we have found two types 
of stable interstitial clusters. In Fe these are perfect dislo- 
cation loops with Burgers vectors i( 111) and (100). Both 
loops are glissile. In Cu stable clusters can be sessile Frank 
loops or glissile perfect loops with Burgers vector i<llO). 
In general, these results are consistent with the experimen- 
tally observed types of dislocation loops in irradiated Fe 
and Cu. 

3.2. Vacancy clusters in fee-Cu 

We have studied vacancy clusters in the {l 11) plane. 
Initially vacancy platelets of hexagonal, circular (polygons 
with more than six sides) and triangular shapes were 
created in the central plane. Then the crystallite was 
relaxed and the final configuration was analyzed. 

3.2.1. Long-ranged pair potential 
The results of the calculated binding energy for all the 

clusters studied are presented in Fig. 4. The most signifi- 
cant relaxation was found for the initially triangular 
platelets. For these clusters we have observed an asymmet- 
ric relaxation and the formation of stacking fault tetrahedra 
(SFT). Although for small clusters the final configuration 
is dependent on the size, for clusters of Nv 2 28 (Nv is 
the number of vacancies) the final configuration is a well 
defined SFT. As an example we present in Fig. 5 {I 11) 
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and (112) cross-sections through the centre of a SFT 
obtained after the relaxation of a triangular platelet of 
Nv = 136. It is easy to recognize that the {I 11) cross-sec- 
tion gives the better image of the SFI. 

For the hexagonal platelet it was found that the final 
configuration depends on the size. Thus, for a small loop 
with Nv = 7 we have observed an almost symmetric relax- 
ation. However, for bigger loops the relaxed configuration 
was rather complicated. In general we found that a big 
enough loop tends to transform into six tetrahedra, three of 
them located above the habit plane and three others below. 
The length of tetrahedra sides is close to the length of the 
initial hexagon side oriented along the (1 IO) direction. 
The feature of such a configuration can be found for 
clusters with Nv 2 10. As an example in Fig. 6 we present 
three sets of (111) cross-sections of the configuration 
obtained after the relaxation of a cluster with Nv = 217. 
Fig. 6a is the projection of atoms in the original platelet 
plane (squares) together with the nearest planes above 
(triangles) and below (circles). The sizes of the symbols 
indicate the position of the corresponding atom perpendic- 
ular to the cross-section plane. Fig. 6b and c are similar 
projections in the next three planes above (bl and below 
(cl the central planes. Fig. 6a shows that the tetrahedra are 
truncated in the centre of the hexagonal platelet where the 
atoms from the upper and lower planes form a stacking 
fault. The relative ratio of this stacking fault depends on 
the size of the loop and it increases for bigger loops. Other 
cross-sections of the three upper and three lower tetrahedra 
and their truncated character can be seen in Fig. 6b and c. 

For small circular platelets we found that almost a 
symmetric relaxation re:ulted in a faulted vacancy loop 
with a Burgers vector h = t( I 1 I). In case of a circular 
platelet with N, 2 3 1-35 we found a configuration similar 
to those after the relaxation of the hexagonal platelet. That 
means we have observed a trend to dissociate into tetrahe- 
dra near the edges of circular platelets elongated along 
(110) directions. In general, these tetrahedra were trun- 
cated more than for the hexagonal platelet of the same 
size. With an increasing size of circular loops the ratio of 
the central stacking fault increases and the degree of 
dissociation decreases. An example of a big circular loop 
(NV = 42 I ) can be seen in Fig. 7. 

We have also studied the thermal stability of small 
vacancy clusters. We found that small circular loops trans- 

Fig. 6. (111) cross-section of the hexagonal vacancy loop of 217 
vacancies relaxed with the LRPP: (a) The planes plotted are the 
habit plane labelled as NP = 0 CO), and planes above NP = 1 (a) 
and below N,= -1 (0); (b) N,= 2 (El), 3 CO), 4 (A). Note 
that the biggest symbols correspond to atoms displaced from the 
planes above (3-2, 4+3 and 5+4) (c) N,=-4 (o), -3 
CO), -2 (A). Note that the smallest symbols correspond to 
atoms displaced from the planes below (-3 + -2, -4 + - 3 
and -5+ -4). 

form into SFT at a high enough temperature. For example 
a circular loop of 31 vacancies heated at 950 K after 55 ps 
has transformed into a SFT of 28 vacancies. The other 
three vacancies were accumulated outside on the face of 
the SFT. The transformation was very fast, lasting about 
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Fig 7. (Ill) cross-section through the habit plane of the circular 
loop of 43 1 vacancies relaxed with the LRPP 

3-5 ps, and we found that is not a diffusional transforma- 
tion. A more detailed description will be presented else- 
where. 

3.2.2. Short-ranged many-body potential 
Qualitatively different results were obtained using the 

MBP. We have found very small relaxation energy and 
displacements after the relaxation for all the clusters stud- 
ied. For example, for a hexagonal loop with Nv = 91 the 
relaxation energy for MBP was EI;, = 0.93 eV while for 
LRPP EG, = 82.26 eV. The typical relaxed configuration is 
presented in Fig. 8 as a { 112) cross-section through the 
centre of a triangle cluster with Nv = 136, the same as 
presented in Fig. 5b for LRPP. The difference in structures 
obtained with different potentials can be clearly seen. Note 

80 A - tr1angukIr 0 
% 

0 - hexagonal 
0 - circular 

Fig. 9. Binding energy versus number of vacancies in the different 
clusters relaxed with the MBP. 

that there is no difference in the relaxation of circular, 
hexagonal and triangular clusters with MBP and this is 
reflected in Fig. 9 where the binding energies for all the 
clusters follow the same dependence. 

Thus, relaxation of the same defects results in different 
configurations for the above potentials. The LRPP poten- 
tial undergoes much bigger relaxation and collapse of 
vacancy platelets. Provided the MBP is very short ranged 
and equilibrium, all the displacements near defects are 
strongly localized. So we decided to check whether the 
configurations obtained after the relaxation with the MBP 
are the most stable or if there is a barrier which prevents 
the relaxation from a more stable configuration. To do this 
the collapsed configurations obtained with the LRPP have 
been used as initial configurations for further relaxation 
with the MBP. After the post-relaxation we have analyzed 
the configurations and calculated the difference in binding 
energy of these new configurations and the configurations 
obtained after relaxing only with MBP (A E). It was found 
that configurations obtained after post-relaxation are ex- 
actly the same as after relaxation with the LRPP with a 
small difference in absolute value of displacements. How- 
ever, the difference in binding energy A E depends on the 
size and type of clusters. This can be seen in Fig. 10 where 

Number of vacancies 

Fig. 10. Difference in binding energy of clusters post-relaxed with 
the MBP from the initially collapsed configurations and clusters 
relaxed only with the MBP. 
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AE for different clusters is plotted versus Nv. Thus, for 
big enough clusters A E is positive and it grows with the 
size of clusters. 

For small clusters we found that, although the post-re- 
laxation keep the starting collapsed structure, the binding 
energy decreases in comparison with the configurations 
obtained only with the MBP. This can be seen in Fig. 10 
for clusters containing less than 12-40 vacancies depend- 
ing on the configuration. This result is rather surprising 
because for such small clusters the displacements are not 
big. For example the maximum displacement for a hexago- 
nal loop of 19 vacancies relaxed with the LRPP is about 
0.05~. Nevertheless the MBP did not return the system to 
its more stable configuration. These results again confirm 
that the MBP has some barriers between very close config- 
urations. 

We want to note here that the other pair potentials 
mentioned above as CUI and CU2 demonstrated the same 
results as the LRPP, namely collapse into VL and ST and 
dissociation of loops into tetrahedra. 

Therefore, we can conclude that for the simulation of 
vacancy clusters the choice of potential can affect the 
results. Thus the long-ranged pair potential used here 
allows results to be obtained which are consistent with the 
experimental data in general, Frank loops and stacking 
fault tetrahedra are the most stable vacancy clusters. How- 
ever the short-ranged many-body potential does not repro- 
duce such results in simple static simulations although it 
can describe a high stability of Frank loops and SFT 
created somehow (for example relaxed with the LRPP). 

3.3. Vucancy clusters,formation under thermal spike condi- 
tions 

To check the effect of the potential on the process of 
clustering of vacancies inside a cascade region during the 
thermal spike cooling we have simulated the following 
model. 
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12 

Fig. 11. Mean square displacements during the equilibrating pro- 
cess. 

2400 I 
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distance from the TS centre, a 

Fig. 12. Steady state temperature distribution in the perfect crys- 
tallite. p. theory; 0, LRPP; A, MBP. 

First of all we prepared a crystallite with a stationary 
thermal spike. To do this we generated a thermal spike 
corresponding to the chosen primary knock-on atom en- 
ergy (E,,,) inside a spherical crystallite. The stationary 
thermal gradient was then obtained after a relatively long 
time simulation when the central part of the crystallite was 
heated and the outer region was cooled together with the 
damping of the displacement waves generated by the 
thermal spike. For a crystallite of radius 16~ (a, lattice 
parameter of Cu) containing = 70000 mobile atoms and a 
thermal spike equivalent to E,,, = 22 keV it took about 
12 ps to establish a steady state. 

Starting from this stage we have found different be- 
haviour for the potentials. Thus, the MBP model had a 
central region melted after about 4.5 ps. Contrary to that, 
the LRPP model kept the crystalline structure. This can be 
seen in the temporal evolution of the mean square dis- 
placements for both potentials (Fig. 11). 

The steady state temperature distribution for both po- 
tentials is presented in Fig. 12. There are some differences 
in the temperature profiles, for example, the profile ob- 
tained for LRPP in general can be related to a bigger value 
of the lattice thermal conductivity. 

In the second stage, we introduced a chosen vacancy 
distribution inside the equilibrated crystallite. Then the 
heating was stopped and the crystallite was cooled down 
from the boundary layer according to a chosen rate of 
cooling. Here we only present some results obtained after 
cooling of a thermal spike corresponding to EPKA = 22 
keVwith a vacancy rich region of spherical shape (radius 
Sa, mean vacancy concentration Cv = 5 at.%, vacancies 
are distributed randomly) simulated with the many-body 
and long-ranged pair potentials for Cu described above. 

We have simulated three events for every potential. 
Although this statistic is rather poor, it allowed us to find 
some qualitative differences in the process simulated with 
different potentials. The typical evolution of the tempera- 
ture in the centre of the crystallite is presented in Fig. 13. 
One can see that the time to cool the crystallite with LRPP 
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Fig. 13. Temperature in the central region versus time of thermal 
spike cooling. 

is bigger than for MBP. This is rather surprising because, 
as we noted above, the stationary temperature distribution 
in the perfect crystallite demonstrates that the thermal 
conductivity simulated with the LRPP is higher. In Section 
3.3.1 we will give a possible explanation for this effect. 

3.3.1. Short-ranged many-body potential 
The melted region started to crystallize at about 2 ps 

after the starting of cooling. During the crystallization 
process we have observed the increasing of the vacancy 
concentration due to the sweeping of vacancies by the 
solid-liquid interface moving towards the centre of the 
crystallite. In general this process, melting, crystallization 
and sweeping vacancies to the centre of melted region, has 
been observed and studied earlier in full cascade simula- 
tions [23,24]. As a result of this process about 70-80% of 
vacancies were concentrated near the centre of the crystal- 
lite and other vacancies were distributed around mainly as 
mono- and di-vacancies. 

To identify the configuration of bigger vacancy clusters 
we analysed sequential cross-sections in the different 
planes. A cluster, for example SFT, could be identified if 
several cross-sections present the features observed in the 
equivalent cross-section obtained after a static simulation 
of the corresponding defect as was described in Section 
3.2. In two simulations we could not clarify the configura- 
tion of the vacancy rich regions after the thermal spike was 
cooled. These regions consist of a few hundred atoms 
separated by an irregular system of stacking faults. The 
inner structure was found to be fee with a number of 
stacking faults, vacancies and small vacancy clusters. It is 
interesting to note that in many cases the shape of stacking 
faults was triangular. However these stacking faults did not 
form any regular system which could be interpreted as a 
tetrahedron. Only in the third simulation, together with 
such a kind of region, we could observe some configura- 
tion which can be described as a strongly truncated stack- 
ing fault tetrahedron. 

The detailed study of the evolution of this region 
shown that during cooling it was split into two regions of 
different sizes. The smaller region resulted in a half trun- 
cated SFr while the other one did not transform into a 
regular vacancy cluster. As an example, we present cross- 
sections of the crystallite with the above two objects in 
Fig. 14. One can see clearly the cross-section of the 
truncated SFT (can be compared with Fig. 5a) and the 
other vacancy rich region. The size of the biggest stacking 
fault was equivalent to the SFT formed from 28-36 vacan- 
cies. However, the specific sequence of atoms was ob- 
served only for four-five adjacent (11 l} planes (instead of 
7-8 planes for the perfect SFT). It is difficult to estimate 
the real number of vacancies concentrated in such a cluster 
and probably instead of truncated tetrahedron we should 
refer to the formation of some specific configuration of 
stacking faults. 

3.3.2. Long-ranged pair potential 
For the LRPP we did not observe melting neither 

during the equilibrating process nor after introducing the 
vacancy population though there was a significant disor- 
dering in the central region after inserting vacancies. We 
have observed two processes. The first one was disorder- 
ing during the first 1.0-1.5 ps. Later, when the tempera- 
ture fell to about 1800 K, the process of ordering started. 
This process was accompanied by energy release. It can be 
seen in Fig. 13 that this energy is bigger than the latent 
heat of melting for the MBP. This can be one of the 
reasons of increase of the total time for cooling. Further 
evolution included the process of solid state diffusion and 
increasing of the vacancy concentration in the central 
region. The process of clustering started when the tempera- 
ture in the crystallite centre decreased to about 1350 K 
(this was about 3 ps after cooling started). This process is 
going together with the further ordering and both of them 

Fig. 14. Cross-section of the crystallite cooled with the MBP. 
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Fig. 15. Cross-section of the crystallite cooled with the LRPP. 

are accompanied by the energy release which is due to the 
binding and ordering energy. During this stage we have 
observed nucleation and growth of the SFT close to the 
centre of the crystallite. Note that the total increase in 
vacancy concentration obtained for LRPP is smaller than 
for MBP. However, in the case of the LRPP vacancy 
clusters always have been formed. In all three simulations 
we found that about 30-60s of vacancies are clustered 
into one or two clusters. It was difficult to estimate the 
precise number of vacancies in the clusters because all the 
tetrahedra were not perfect. So we considered the size of 
the biggest face and estimated the number of vacancies as 
for the perfect SFT of the equivalent size. In total we 
observed one SFT of 28 vacancies, a SFT of the same size 
together with a small SFT of 10 vacancies and two neigh- 
bouring SFI of 21 vacancies differently oriented. The last 
case can be interpreted as a rhombohedral vacancy loop 
dissociated into two tetrahedra. The { 11 l} cross-section of 
this configuration is presented in Fig. 15. One can see two 
areas of triangular shape filled up with symbols of bigger 
and smaller sizes, these are the bases of two differently 
oriented tetrahedra. Similar dissociation of a rhombohedral 
vacancy platelet has been observed in static simulations. 

4. Discussion 

4.1. Interstitials in bee-Fe and fee-Cu 

In general the results obtained for small interstitial 
clusters in Fe and Cu have common features. In both 
lattices the clusters up to about 40-50 interstitials are most 
stable as pure edge dislocation loops in the plane perpen- 
dicular to the close-packed direction. In both cases the 
clusters are formed by a set of crowdions and therefore we 
assume that they are glissile. This is in good agreement 

with the suppositions of the point defects cascade produc- 
tion bias model [4] and allows one to understand the 
mobility of small interstitial clusters observed in molecular 
dynamics simulation of cascades in bee and fee metals 
[1,2,25,26]. The difference in results is in the high stability 
of Frank loops in Cu. Therefore, in Cu sessile interstitial 
Frank loops can be formed apart of glissile perfect loops. 
This is in qualitative agreement with the experimental 
results. 

The results obtained here shown that the dynamical 
behaviour of mono-interstitials in bee-Fe and the relative 
stability of the clusters in Fe and Cu does not depend on 
the potentials used. 

Thus in the case of Fe we used potentials that repro- 
duce different stability for mono-interstitials, nevertheless, 
the temperature behaviour of the interstitial migration 
mechanisms was qualitatively the same. Moreover all the 
stable configurations can be performed as a set of (1 I I>- 
crowdions. That means the stable configuration obtained 
by static simulation at zero temperature does not determine 
the dynamical behaviour and structure of small clusters. As 
it was demonstrated above, the difference in the stable 
configuration of self interstitial is dependent on the range 
of the potentials but not on the type. So it is difficult to 
make any conclusion about the applicability of one or 
another potential to the interstitial study. On the one hand 
there is experimental evidence that the stable self intersti- 
tial configuration is (1 IO) dumb-bell. So one has the 
possibility of using a short-ranged potential which would 
reproduce this stability keeping in mind that this configura- 
tion is not stable under low temperature and it may change 
to the dynamical crowdion. However, such kind of poten- 
tials cannot describe a low temperature dumb-bell diffu- 
sion. Experiments show rather big interstitial migration 
energy of about 0.3 eV [27] which cannot be attributed to 
crowdion unless another interpretation of the experimental 
results is found. On the other hand the idea of one-dimen- 
sional glide of small interstitial clusters is accepted and 
there are some evidences in computer simulation 
[1,2,25,26]. To our point of view all the potentials used 
here are able to reproduce this effect provided they present 
the interstitial cluster as a set of (1 I I) crowdions. We 
should note that there is at least one short-ranged EAM 
potential which reproduces a statically and dynamically 
stable ( 110) for a wide temperature region and one-dimen- 
sional glide of di- and tri-interstitials [26]. We do not know 
the details of this simulation and potential but we assume 
it should be very short ranged. In the case of Cu both 
potentials reproduce the most stable mono-interstitial con- 
figuration as a (lOO)-dumbbell while the stable configura- 
tion of small clusters is a set of (1 lo)-crowdions. 

A surprising result is that, in both cases, the most stable 
configurations for small interstitial clusters are the set of 
crowdions (oriented along close packed directions) concen- 
trated into a plane perpendicular to the close packed 
direction. This is in contradiction with the accepted mecha- 
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nism when point defects concentrate into close packed 
planes as clusters with stacking fault and during further 
growth they may unfault when the energy of stacking fault 
is big enough. We should note that this mechanism works 
well for vacancy loops in Fe [Z&29] and for the initial 
stage of growth of vacancy loops in Cu [5,6,17]. However, 
the results obtained here for Fe and Cu and the results 
obtained in Refs. [21,22] for Fe show that this mechanism 
may not work in case of interstitial clusters. To understand 
this, a careful study of big enough interstitial loops have to 
be done. The simulation of loops of size of = 2-4 nm 
(200-300 interstitials) will allow to compare the structure 
and Burgers vector with the experimental data. This work 
is in progress now. 

4.2. Vacancy clusters in fee-Cu 

The situation with vacancy clusters is somehow more 
clear than with interstitials. It is known from experiments 
that vacancy loops and stacking fault tetrahedra can be 
formed under cascade irradiation, during aging of quenched 
metals and under deformation. So the potentials that are 
used for the study of vacancy clusters formation and 
evolution should be able to reproduce these defects. At the 
moment there are at least two models describing how 
vacancy clusters can be formed. The first one based on 
vacancy clustering into {l 1 l} platelet with the following 
collapse into VL or SFT depending on the shape. The 
second one is the direct formation of the SFT in the 
cascade region due to a process similar to phase transfor- 
mation in the vacancy rich regions. The last model has 
been confirmed at the simulation of the evolution of 
cascade depleted zones in Cu using different pair poten- 
tials [7-10,301. 

The results discussed here show that the short-ranged 
many-body potential of Finnis-Sinclair type do not repro- 
duce the collapse of vacancy platelets into VL or SFI in a 
static simulation. It is necessary to apply an additional 
influence to collapse clusters. Moreover, small collapsed 
clusters are not stable with the MBP used here and the 
binding energy of the uncollapsed clusters is rather low. 
That means the efficiency of their nucleation and growth is 
small and it may be difficult to nucleate and grow them via 
adding vacancies one by one as it is supposed in quench- 
ing experiments. But if a big enough VL or SPT could be 
created it would be stable under such a MBP. 

The short range and equilibrium character of the MBP 
can be the reason of its behaviour in the relaxation of 
vacancy platelets. On one hand the same behaviour was 
described by Johnson [31] who simulated vacancy clusters 
in Ni using a short-ranged equilibrium pair potential, and 
on the other hand, other long-ranged and non-equilibrium 
potentials used here (CUl, CU2) and in Refs. [.5,6,16] 
simulate the relaxation into VL or SFf. Another conse- 
quence of the short range and equilibrium character of 
potentials to the vacancy-vacancy interaction and vacancy 

mobility in the cascade depleted zone will be discussed in 
Section 4.3. 

Using the LRPP we have studied the mechanisms of 
growth and shrinkage of the SFT [ 171. We have found that 
small tetrahedra can grow effectively up to a size of about 
100 vacancies but there are some mechanisms (related to 
the dislocation jog movement) which make growth diffi- 
cult for SFT of bigger sizes. This result is in agreement 
with the experimental observation of SFT in Cu (formed 
under irradiation and deformation) where the size distribu- 
tion has its maximum at about 2.4 nm (70-80 vacancies) 
[32]. Besides, this can give an additional explanation as to 
why big vacancy loops observed in experiments do not 
dissociate so clearly into six tetrahedra. The dissociation of 
loops should stop when the size of the possible tetrahedra 
is beyond the critical size for tetrahedra growth. These 
arguments can be additional proof that for such a kind of 
properties the non-equilibrium and long range character of 
the potential can be important. 

4.3. Melting qf’fcc-Cu under different conditions 

Provided the melting process and temperature are widely 
used when thermal spike model is used, lets expose some 
considerations about experimental melting in relation to 
MD simulation. 

First of all the thermodynamic melting temperature 
CT,,) estimated through the calculation of the free energy 
for solid and liquid phases [33] is not coincident with the 
much higher temperature CT,,) for which a perfect crystal 
becomes unstable under an MD simulation. Although the 
lattice defects such as grain boundaries and free surface 
decrease the T,, [34] it is clear that a simulation cannot 
include all the stochastic effects and the final result is still 
higher than 7;,. Besides the problem of simulation of a 
‘real’ crystal, there is a problem of simulation of the ‘real’ 
physical time needed for an equilibrium melting. Therefore 
the maximum time allowed for simulation will influence 
the value of the lower temperature able to melt or, at least, 
highly disorder the crystal [35]. The thermal spike evolu- 
tion occurs during very short time, within a very small 
region and under high pressure therefore it is a question 
whether the region is melted or just disordered. 

Data for melting were obtained for the MBP in Ref. 
[36]. It was estimated that the equilibrium melting tempera- 
ture was about 1200-1300 K. This is in agreement with 
our results using the same potential provided we have 
observed that during the equilibrating process the existence 
of a liquid-solid interface was related to the temperature 
1250-1300 K. Taking into account the high internal prea- 
sure in the system we may estimate 1200- 1250 K as the 
highest limit for the equilibrium melting temperature. This 
temperature is about 100- 150 K lower than the experimen- 
tal one (1356 K). 

To obtain a melting temperature for the LRPP we used 
a special simulation using the Parinello-Rdhman constant 
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pressure technique [37] for a crystallite of 1384 mobile 
atoms. We found that the time necessary to melt with 
LRPP is much higher than for MBP. For instance we have 
observed melting at 1900 K after 27 ps, at 1700 K after 59 
ps and at Z’= 1550 K after 359 ps. To simulate possible 
effects of the lattice defects we included a vacancy concen- 
tration of 0.4 at.% (five vacancies randomly distributed in 
the crystallite of 1384 atoms). At about 1500 K we ob- 
served melting after 57 ps. Based on these results we have 
estimated the upper limit for melting temperature for LRPP 
as 1500-1550 K. Note that in Ref. 1371 for a similar 
long-ranged potential for Cu the melting temperature was 
estimated as 1400 K. 

Thus the difference in melting temperature obtained 
with MB and LRPP is rather big and it correlates with the 
difference in vacancy formation energy (see Table 1). 
However, more important is the difference in the kinetics 
of the melting process observed for these potentials; to 
melt a system with LRPP potential one should apply either 
very high level of overheating or long enough time. More- 
over it can happen that even a large overheating is not 
enough to start melting within a small volume at high 
pressure. As we mentioned above, the central region of the 
crystallite with the LRPP at the end of the equilibration 
process was strongly disordered and when a depleted zone 
was created the level of disorder increased. During this 
process (about 1 ps) the central region stored a significant 
potential energy which can be seen in the temperature 
evolution curve (Fig. 13). However for real melting the 
time was too small. We carried out a special treatment to 
be sure that the observed disordering was not a melting. 
The main difference between a disordered state and liquid 
is the self-diffusion coefficient which is supposed to be 
much higher in liquid. We have calculated the dependence 
of mean square displacements (MSD) in the whole crystal- 
lite versus time and versus temperature in the central 
region. One variant of this dependence versus time is 
presented in Fig. 16 for both potentials. One can see that in 
the case of MBP the main part of MSD have been created 
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Fig. 16. Temporal evolution of the mean square displacements 
during thermal spike cooling. 

within the first 5 ps that is during the evolution of the 
melted region. In the case of LRPP there is one peak in 
MSD which can be related to the maximum disordered 
state of the central region. There are no features which can 
be related to the diffusion in liquid state. 

4.4. Diffusion of vacancies at thermal spike conditions in 
cu 

The result presented in Fig. 16 shows that for the MBP 
all mean square displacements were created mainly in the 
melted state. After crystallization (t = 5 ps) one can ob- 
serve a decrease in the MSD. This is proof of a very slow 
diffusion in the solid state. On the contrary, in the case of 
LRPP there is a continuous increase in MSD that means an 
active diffusion process. 

This difference in diffusional behaviour for different 
potentials has been tested with an additional study. We 
have simulated the evolution of the same vacancy rich 
region under constant temperatures in the range 700- 1150 
K during 250 ps. For the LRPP the increase of vacancy 
mobility appears at 700-850 K. At 950 K the fast diffu- 
sion leads to clustering after about 120-150 ps. About 
50-60% of vacancies were clustered and the diffusion 
process has been slowed down. For 1150 K we observed 
an increase of vacancy concentration (but not a real clus- 
tering) and fast diffusion in this region. In the case of the 
MBP we did not observe any increase in mobility for 
700-900 K. More or less significant diffusion was found 
at temperatures of 950- 1100 K. The system has been split 
into several local regions where we could see diffusion of 
small vacancy clusters like di- and tri-vacancies without 
any trend to form big clusters. Of course 250 ps is too 
short a time to study a general diffusion but it is enough 
for cascade applications. This study is not finished yet, 
however, we can give some preliminary conclusions. First, 
with the MBP the vacancy-vacancy interactions are weak 
and do not lead to a significant increase in vacancy 
mobility. We did not observe any significant clustering as 
a result of diffusion. Second, with the LRPP the vacancy- 
vacancy interactions are stronger and lead to the increase 
in vacancy mobility. The increase in mobility depends on 
the vacancy concentration until the clustering starts. The 
active clustering starts at a temperature of = 900- 1000 K. 

4.5. Formation of oacancy clusters in fee-Cu under ther- 
mal spike conditions 

Taking into account the above additional information 
about vacancy mobility inside a vacancy rich region let us 
try to discuss the possible mechanisms of clusters forma- 
tion that have been simulated here. 

The situation with LRPP is rather clear. The effect of 
increasing vacancy mobility has been found for bee-Fe 
1381 in a simulation with long-ranged pair potential. This 
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effect in fee-Cu has been confirmed in the present work 
but with an additional contribution, there is the general 
difference in the stability of vacancy clusters in bee and 
fee structures. The binding energy of a small cluster is 
much higher in fee metals (especially in Cu) than in bee 
ones. That is why in the previous study of the vacancy 
mobility in bee-Fe [38] this effect was found even for very 
high vacancy concentration up to 15 at.%. For Cu we 
found that the increase of vacancy mobility versus vacancy 
concentration has a saturation related to the formation of 
clusters. Just the SFI has been formed those vacancies do 
not contribute more to the diffusion because of the very 
high stability of tetrahedron. So for the LRPP there is an 
increase of vacancy mobility in the vacancy rich region 
followed by a strong clustering. In addition, concerning the 
specific conditions of thermal spike, there is an additional 
mechanism for sweeping vacancies inside the hot region 
due to the anisotropic vacancy diffusion in the temperature 
gradient [39]. These mechanisms allow the system to cre- 
ate big enough clusters for the short time of the thermal 
spike evolution. This cluster or, rather region with a very 
high vacancy concentration transforms into a SFI during 
the thermal spike cooling. During this transformation we 
did not observe any vacancy clustering into a triangular 
cluster in (11 l} plane. Stacking fault tetrahedra formed 
directly in the vacancy rich regions through the formation 
of four ordered stacking faults. In this respect SFT is not a 
vacancy cluster formed through a vacancy by vacancy 
growth, as is expected under aging conditions. At cascade 
conditions it is just an energetically favourable way to 
redistribute vacancies over stacking faults in the region 
with a very high vacancy concentration. 

In case of the MBP the main mechanism is the sweep- 
ing of vacancies due to the movement of the liquid-solid 
interface of the previously melted region. As shown in 
special studies [40,41] this effect is very strong and it may 
create a very big local vacancy concentration. But then, 
after the crystallization, the evolution of this vacancy rich 
region (with a vacancy concentration up to 15-20 at.%) 
continues in the crystalline state. However, for the MBP 
there is not a significant effect of the vacancy concentra- 
tion to the diffusion and the binding energy of small 
clusters is not big enough to perform an effective cluster- 
ing. Though, under thermal spike conditions, there exists 
the possibility of cluster collapse when there are big 
fluctuations in the local pressure and stress. Therefore it is 
possible that MBP reproduces the formation of SFT. In 
Section 3.2.2 it is stabilized that under MBP the SFI are 
stable if local conditions like high pressure and stress 
allow the collapse by overpassing the energetical barrier. 
Comparing both potentials it can be established that the 
main difference between results with LRPP and MBP is 
the probability of SFT formation. For LRPP it is about 
100% because the formation of SIT does not demand any 
barrier. For the MBP the probability depends on the barrier 
and on the local conditions in the vacancy rich region. 

There is another interesting question to discuss related 
to the different time of cooling obtained for the two 
potentials. The steady state temperature distribution estab- 
lished at the end of the equilibrating process (Fig. 14) 
shows that in general the lattice thermal conductivity 
simulated with the LRPP is higher than for the MBP. 
However, the crystallite with the MBP has been cooled 
faster. We found two possible reasons why the cooling in 
the case of the LRPP was delayed. First, the energy stored 
in the disordered region during the equilibration process 
and the initial time of cooling (up to about 1 ps) for the 
LRPP is much bigger than the latent melting heat for the 
MBP. In that case during the ordering process this energy 
can be released as an additional heating of this region. 
Second, some additional heating can be related to the 
clustering process. For example the binding energy for 
SFI of 28 vacancies is 21.6 eV. This energy is enough to 
heat 1000 atoms more than 150°C. Provided that there are 
other small clusters and that the process of clustering is 
going during few ps it can end in a significant delay of 
cooling time. 

5. Summary and conclusions 

The properties of interstitial and vacancy clusters and 
the cascade depleted zone evolution during thermal spike 
cooling have been studied using potentials of different 
types. The results received allow to find some features 
which can be related to the potentials and others which are 
not dependent on the potentials used. 

The main results obtained are as follows. 
(I) The interstitial diffusion mechanism in bee-Fe de- 

pends on the temperature and changes from crowdion to 
dumb-bell when the temperature increases. Qualitatively 
this result is independent on the interstitial stable configu- 
ration at 0 K. 

(2) Up to 50 SIA, the stable clusters in both fee-Cu and 
bee-Fe are sets of crowdions oriented along a close packed 
direction and concentrated in one plane perpendicular to 
this direction. They can also be described as edge disloca- 
tion loops in the (11 1) and (110) planes for Fe and Cu, 
respectively. Another stable configuration of interstitial 
clusters in Cu is a faulted Frank loop +<I 1 1){111]. 

(3) Vacancy clusters in fee-Cu are stable in the (11 I] 
plane from where they may collapse into stacking fault 
tetrahedra or faulted vacancy loops depending on the 
shape. 

(4) Small vacancy loops can be then dissociated into 
one or several SFf depending on the particular configura- 
tion of the loop. The most regular dissociation was ob- 
served for hexagonal loops which dissociate into six trun- 
cated tetrahedra of the same size. The degree of dissocia- 
tion decrease when the size of the loop increase. Loops 
with diameter bigger than 3 nm are f < I 11 )(l 11) Frank 
loops. 
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(5) The result obtained in this and previous studies 
show that small (N, I 50) interstitial clusters are stable in 
planes perpendicular to closed packed directions whereas 
vacancy clusters are more stable in closed packed planes. 

The properties that are potential dependent are as fol- 
lows. 

(1) The stability of self interstitials in bee-Fe depends 
on the cut-off radius. The stable configuration goes from 
(1 IO)-dumb-bell to (11 l)-crowdion with the increase of 
the range irrespectively of the type of potential. 

(2) The relaxation process found for vacancy clusters in 
Cu depends on the range of the potential and its equilib- 
rium character. 

(3) The melting process in fee-Cu is much faster if it is 
simulated with a short-ranged equilibrium potential in 
comparison with the LRPP which needs a bigger overheat- 
ing too. 

(4) The diffusion in the high vacancy concentration 
region has a much significant increase for nonequilibrium 
long-ranged potentials than for equilibrium short-ranged 
both in fee-Cu and in bee-Fe [38]. We attribute this 
difference to the influence of the internal pressure and 
range of potential in the vacancy-vacancy interaction. 

(5) The process of thermal spike cooling simulated by 
MBP describes melting and sweeping of vacancies by the 
movement of the solid-liquid interface. No intensive clus- 
tering of vacancies is observed. If the simulation is done 
with a LRPP. there is no melting and the diffusion in the 
vacancy rich region is strongly accelerated. Intensive clus- 
tering leads to the creation of SFT. 

It is difficult to make an explicit conclusion about what 
potential is better. One of the aims of the paper was to find 
the common and different qualitative results for different 
potentials. As we have found the main difference is in the 
results of vacancy clusters simulation and in the processes 
taking place during the thermal spike evolution (melting, 
diffusion inside vacancy rich region, mechanisms of clus- 
tering). For example, it is well known that in fee metals, 
particularly in Cu. aging after quenching leads to the 
formation and growth of vacancy type dislocation loops 
and/or stacking fault tetrahedra. The results obtained here 
show that this type of event can be more easily described 
with the long-ranged pair potentials (LRPP, CUl, CU2). 
The thermal spike evolution in Cu is much more difficult 
to analyze because many different physical processes take 
place there at the same time. In principle, for both poten- 
tials, it is possible to get vacancy clusters although in case 
of the LRPP the probability is much higher. However, the 
way /ZO~V vacancy clusters have been formed is qualita- 
tively different. Therefore, it is important to understand 
which scenario of thermal spike evolution is more realistic. 
To clarify which potential gives a more realistic approach, 
there are some physical processes that should be studied in 
detail. Among them we want to mention melting under 
thermal spike conditions. We believe that a special com- 
puter simulation study of this process together with the 

analysis of experiments on a very fast heating and cooling 
in metals could help to solve the problem. 

And finally we want to underline that according to our 
and previous studies the difference in results is not due to 
the different character of the interactions described by 
potentials (many-body or pair) but mainly due to the 
difference in the range of interactions and in the equilib- 
rium properties of potentials. 
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